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Abstract. We show in this paper how some algebraic methods can be
used for fingerprint matching. The described technique is able to com-
pute the score of a match also when the template and test fingerprints
have been not correctly acquired. In particular, the match is independent
of translations, rotations and scaling transformations of the template.
The technique is also able to compute a match score when part of the
fingerprint image is incorrect or missed. The algorithm is being imple-
mented in CoCoA, a computer algebra system for doing computations
in Commutative Algebra.
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1 Introduction

Biometrics deals with automated methods of identifying a person or verifying
the identity of a person based on physiological or behavioral characteristics [16].
Examples of physiological characteristics include hand or finger images, facial
or vocal characteristics. Behavioral characteristics are traits that are learned or
acquired. Dynamic signature verification is related to a behavioral characteristic.

Biometric technologies are becoming the foundation of an extensive array
of highly secure identification and personal verification solutions. As the level
of security breaches and transaction fraud increases, the need for highly se-
cure identification and personal verification technologies is becoming apparent.
Biometrics-based solutions are able to provide for confidential financial transac-
tions and personal data privacy.
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Biometric authentication requires comparing a registered or enrolled biomet-
ric sample (biometric template or identifier) against a newly captured biometric
sample (for example, the one captured during a login). This is a three-step
process (Capture, Process, Enroll) followed by a Verification or Identification

process.

– Capture: A raw biometric sample is captured by a sensing device, such as a
fingerprint scanner or video camera.

– Process: The distinguishing characteristics are extracted from the raw bio-
metric sample and converted into a processed biometric identifier record
(sometimes called biometric sample or biometric template).

– Enroll: The biometric template is stored/registered in a storage medium for
later comparison during an authentication phase. Notice that the original
biometric sample cannot be reconstructed from this identifier.

– Verification: In this mode (“1 to 1 matching”), a newly captured/processed
biometric sample taken for instance during a login, is compared against a
previously enrolled sample to address the question “Are you the person you

claim to be?”.
– Identification: In this mode (“1 to N matching”), the individual does not

claim an identity. The individual presents a biometric sample and the system
tries to identify the individual from a database of stored biometric samples.
This process intends to answer the question “Who are you?”1.

The most common biometric techniques are: signature verification, retinal
analysis, facial analysis, fingerprint verification, hand geometry and voice ver-
ification. Among all of the above, fingerprint verification is one of the most
affordable and easy to use and we focus on it.

In the following sections, we first give some basic information about finger-
prints (§2) and about minutiae (§3). Then our approach is described (§4) and
some conclusions (§5) are put forward.

2 Fingerprints

Fingerprints are graphical flow-like ridges present on human fingers (see Fig. 1).
Their formations depend on the initial conditions of the embryonic mesoderm
from which they develop.

Humans have used fingerprints for a very long time [12]. Modern fingerprint
techniques were initiated in the late 16th century [9, 14, 10]. In 1684, English
plant morphologist Nehemiah Grew published a paper reporting his systematic
study on the ridge, furrow, and pore structure in fingerprints, which is believed
to be the first scientific paper on fingerprints [12, 5, 10]. Since then, a number of
researchers have invested huge amounts of effort studying fingerprints. In 1788,

1 This mode is sometimes associated with law enforcement applications but can also be
used for other applications where the user voluntarily presents its biometric sample
and expects to be recognized by the system.



Fig. 1. An example of fingerprint.

a detailed description of the anatomical formations of fingerprints was given by
Mayer [8], in which a number of fingerprint ridge characteristics were identified.
Starting from 1809, Thomas Bewick began to use one of his fingerprints as his
trademark, which is believed to be one of the most important contributions in the
early scientific study of fingerprint identification [12]. Purkinje proposed the first
fingerprint classification scheme in 1823, which classified fingerprints into nine
categories according to the ridge configurations [12]. Henry Fauld, in 1880, first
scientifically suggested the individuality and uniqueness of fingerprints. At the
same time, Herschel asserted that he had practiced fingerprint identification for
about 20 years [12]. The discovery of the uniqueness of fingerprints established
the foundation of modern fingerprint identification. In the late 19th century, Sir
Francis Galton conducted an extensive study of fingerprints [12]. He introduced
the minutiae features for single fingerprint classification in 1888.

The biological principles of fingerprints are: the individual epidermal ridges
and furrows (valleys) have different characteristics for different fingers, the con-
figuration types only vary within limits which allow for systematic classification,
and the configurations and minute details of individual ridges and furrows are
permanent and unchanging for each finger.

3 Minutiae

Typically, automatic fingerprint identification and authentication systems rely
on representing the two most prominent structures: ridge endings and ridge
bifurcations [18, 10, 11].

Fig. 2 shows examples of ridge endings (b) and ridge bifurcations (a). These
two structures are background-foreground duals of each other and pressure vari-
ations could convert one type of structure into the other. Therefore, many com-
mon representation schemes do not distinguish between ridge endings and bifur-
cations. Both the structures are treated equivalently and are collectively called
minutiae. The simplest of the minutiae-based representations constitute a list of
points defined by their coordinates (many of the other ridge structures could be
described as a combination of ridge endings and bifurcations [12, 10]). Typically,



Fig. 2. An example of ridge endings b) and bifurcations a).

though, these minimal minutiae-based representations are further enhanced by
tagging each minutia (or each combination of minutiae, e.g., pairs, triplets) with
additional features. For instance, each minutia could be associated with the
orientation of the ridge at that minutia; or each pair of minutiae could be as-
sociated with the ridge count: the number of ridges visited during the linear
traversal between the two minutiae. The ANSI-NIST standard representation of
a fingerprint is based on minutiae and includes minutiae location and orienta-
tion [2]. A minutiae-based representation might also include one or more global
attributes like orientation of the finger, fingerprint class, etc.

4 Our Matching Algorithm

Our representation is minutiae-based and each minutia is described by its loca-
tion (x, y coordinates). In this case, the fingerprint verification problem may be
reduced to a point pattern matching (minutiae pattern matching) problem. In
the ideal case, if

– the correspondence between the template minutiae pattern and input minu-
tiae pattern is known,

– there are no deformations such as translations, rotations and others, and
– each minutia present in a fingerprint image is exactly localized,

then fingerprint verification is only a trivial task of counting the number of
spatially matching pairs between the two images. Determining whether two rep-
resentations of a finger extracted from two impressions of its, possibly separated
by a long duration of time, are indeed representing the same finger, is an ex-
tremely difficult problem.

Fig. 3 illustrates the difficulty with an example of two images of the same
finger. In particular,

a) The finger may be placed at different locations on the glass platen resulting
in a translation of the minutiae from the test representation with respect to
those in the reference representation.



Fig. 3. Two different fingerprint impressions of the same finger [10]. In order to know
the correspondence between the minutiae of these two fingerprint images, all the minu-
tiae must be precisely localized and the deformations must be recovered.

b) The finger may be placed with different orientations on the glass platen re-
sulting in a rotation of the minutiae from the test representation with respect
to those of the reference representation.

c) The finger may exert a different (average) downward normal pressure on
the glass platen resulting in a spatial scaling of the minutiae from the test
representation with respect to those in the reference representation.

d) Spurious minutiae may be present in both the reference as well as the test
representations. (Manual work, accidents etc. inflict injuries to the finger,
thereby changing the ridge structure of the finger, either permanently or
semi-permanently.)

e) Genuine minutiae may be absent in the reference or test representations. (Skin
disease, sweat, dirt, humidity in the air all confound the situation resulting
in a non-ideal contact situation.)

A matcher may rely on one or more of the above, resulting in a wide spec-
trum of behavior. At the one end of the spectrum, we have the “Euclidean”
matcher, who allows only rigid transformations among the test and reference
representations. At the other extreme, we have the “topological” matcher, who
may allow the most general transformations.

A good matcher needs to stay somewhere in the middle. And this is the
real difficulty. The technique we have developed takes easy care of traslations,
rotations and scaling transformations. With some shrewdness, also the appear-
ing/disappearing minutiae problem is dealt with.

4.1 The basic algorithm

Using minutia coordinates as templates, reduce the problem of fingerprint match-
ing to the problem of point pattern matching. We have to solve a decisional

problem: “Does there exist a mapping between the template and the test sets of
points?”.

Notice that, in our application, we need only to know if such a transformation
exists; the problem of finding the mapping is, in general, much harder, also with
our techniques (cf. e.g. [13]).



Let us consider two sets S1 := {P1, . . . , Pn} ⊆ Q2 and S2 := {Q1, . . . , Qm} ⊆
Q2, of n and m points, representing two different fingerprint impressions. Let us
also assume m ≤ n (we can always exchange S1 with S2 in order to have m ≤ n).

The following procedure decides whether there exists an affine change of
coordinates of IR2 that maps the points of S2 to some subset of S1.

The procedure is made of five steps:

Step 1: Using the algorithm in [1], we compute a (finite) set {f1 . . . fk} ⊆ Q[x, y]
of generators of the defining ideal I ⊆ C[x, y] of S1.

Step 2: If
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is the generic affine change of coordinates of IR2, we consider the poly-
nomials

Fij(a, . . . , f) := fi(ax′

j + by′

j + e, cx′

j + dy′

j + f) ∈ Q[a, b, c, d, e, f, g],

1 ≤ i ≤ k, 1 ≤ j ≤ m,

where (x′

j , y
′

j) are the coordinates of the points of S2.
We must study the real compatibility of the following system of non-
linear polynomials

{

Fij(a, . . . , f) = 0
ad− bc− g = 0

(1)

under the unique constraint g 6= 0.

Step 3: Let
J := ({Fij(a, . . . , f), ad− bc− g}) ⊆ C[a, b, c, d, e, f, g]

be the ideal of the system. First of all, we decide whether J is a proper
ideal, by computing the reduced Gröbner basis G of J with respect to
a chosen term order < (e.g. grevlex; cf. [6, Chapter 2, §7]). If G =
{1}, then no change of coordinates can exist; otherwise, J is a zero-
dimensional ideal, because every solution of the algebraic system (1)
gives, in particular, a map from S2 to S1.

Using the same G, and using the algorithms in [7, Chapter 2, §2], we
compute
• L := Rad(J) ⊆ C[a, b, c, d, e, f, g] (Rad= radical),
• the unique monic generator mg(g) of L ∩ C[g].

Moreover, by means of Hilbert function computation of C[a, . . . , g]/In<(L)
(In< = initial ideal with respect to a chosen term order <), we find
• D := dimC(C[a, b, c, d, e, f, g]/L).



It is well known that deg(mg(g)) ≤ D.(Cf. e.g. [7, Chapter 2], [4, Chapter
8, §8.6].)

Step 4: If deg(mg(g)) = D, then, using the well known technique of Sturm
sequences (cf. e.g. [7, Chapter 2], [4, Chapter 8, §8.8]), we compute the
number r of real roots of mg(g). Observe that mg(g) ∈ Q[g], because all
computations can be performed in the ground field Q, and that mg(g)
has no multiple roots in C because L is a radical ideal.

It is easy to see that r is also the number of the real solutions of the
system (1), because L is in normal position with respect to g and then the
reduced Gröbner basis of L with respect to any elimination term order of
{a, b, c, d, e, f}, takes the form {mg(g), a− na(g), . . . , f − nf (g)} , where
{na(g), . . . , nf (g)} ⊆ Q[g] (cf. e.g. [4, Chapter 8, Proposition 8.77]).

Then:

• If r ≥ 2, there exists at least an affine change of coordinates.

• If r = 1, there exists an affine change of coordinates, if m(g) has a
constant coefficient.

• If r = 0, no affine change of coordinates exists.

Step 5: If deg(mg(g)) < D, then the arguments in [4, Chapter 8, §8.6] show
that we can always assume that there exists at least a variable v ∈
{a, b, c, d, e, f} such that deg(mv(v)) = D, where mv(v) is the unique
monic generator of L ∩ C[v].

As in Step 4, we compute the number of real solutions of (1), counting
the real roots of mv(v).

Consider now the system







Fij(a, . . . , f) = 0
ad− bc− g = 0
g = 0

(2)

and, using the previous procedure, compute the number r′′ of real solu-
tions of (2).

• If r′′ < r′, then there exists an affine change of coordinates.

• If r′′ = r′, no affine change of coordinates exists.



4.2 A refinement

In case the algorithm in 4.1 gives negative answer, replace S2 by all subsets
S2 − {Q} where Q ∈ S2, until the first success. If the answers are negative for
all Q ∈ S2, try S2 − {Q,Q′} where Q,Q′ ∈ S2(Q 6= Q′), until the first success

(

(

m
2

)

possible cases), and so on.

We can define a notion of “deficiency” by: Def(S1, S2) := Card(S1) −
Card(S′

2), where S′

2 is the first subset of S2 for which the algorithm has a
positive answer.

The lower Def(S1, S2) turns out to be, the more likely it is that S1 and S2

correspond to the same fingerprint.
An acceptable level of nonzero deficiency shall be determined empirically, in

view of the applications one has in mind.

4.3 Implementation

The algorithm has been implemented in CoCoA [20], a computer algebra system
for doing computations in Commutative Algebra. In our opinion, other computer
algebra systems do not make all the necessary ingredients immediately available
to us as CoCoA does. The functions of CoCoA which have proved particulary
useful are:

• ReducedGBasis; SYNTAX ReducedGBasis(M :IDEAL, MODULE, or
TAGGED(”Quotient”)):LIST; this function computes a reduced Gröbner basis
of M .

• IdealOfPoints; SYNTAX IdealOfPoints(Points:LIST):IDEAL; this func-
tion computes the reduced Gröbner basis for the ideal of all polynomials which
vanish at the given set of points.

• Radical; SYNTAX Radical(I:IDEAL):IDEAL; this function computes the
radical of I.

• Elim; SYNTAX Elim(X:INDETS,M :IDEAL):IDEAL; this function re-
turns the ideal obtained by eliminating the indeterminates X from M .

•Hilbert; SYNTAX Hilbert(R:RING or TAGGED(”Quotient”)):TAGGED;
this function computes the Hilbert function for R.

• Der; SYNTAX Der(F ,X:INDET):POLY; this function returns the deriva-
tive of F with respect to the indeterminate X.

• DivAlg; SYNTAX DivAlg(X:POLY,L:LIST of POLY):RECORD; this
function performs the division algorithm on X with respect to L. It returns
a record with two fields: ’Quotients’ holding a list of polynomials, and ’Remain-
der’ holding the remainder of X upon division by L.



5 Conclusions

We develop a new algorithm for fingerprint matching able to take care of trasla-
tions, rotations and other affine transformations. The algorithm is also able to
match fingerprints when some minutiae are missed or when some unreal minutia
is detected.

A number of point pattern matching algorithms related to our problem have
been proposed in the literature [3, 17, 19, 21]. However, the use of an algebraic
technique is, to the best of our knowledge, totally new.

An accurate analysis of the efficiency of the algorithm is planned for the near
future.

We remark that, in order to count the number of real solutions of the system
(1) in 4.1, one can also resort to the methods of [15]. Our approach looks simpler,
but it is still unclear which of the two ways is more convenient.
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