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Abstract

In this paper we present a mixed qualitative and quan-
titative approach for evaluation of Information Technology
(IT) security investments.

For this purpose, we model security scenarios by using
defense trees, an extension of attack trees with attack coun-
termeasures and we use economic quantitative indexes for
computing the defender’s return on security investment and
the attacker’s return on attack.

We show how our approach can be used to evaluate ef-
fectiveness and economic profitability of countermeasures
as well as their deterrent effect on attackers, thus provid-
ing decision makers with a useful tool for performing better
evaluation of IT security investments during the risk man-
agement process.

1 Introduction

Security has become today a fundamental part of the
enterprise investment. In fact, more and more cases are
reported showing the importance of assuring an adequate
level of protection to the enterprise’s assets.

In order to focus the real and concrete threat that could
affect the enterprise’s assets, a risk management process is
needed in order to identify, describe and analyze the possi-
ble vulnerabilities that must be eliminated or reduced. The
final goal of the process is to make security managers aware
of the possible risks, and to guide them toward the adoption
of a set of countermeasures which can bring the overall risk
under an acceptable level.

The determination of the acceptable risk level and the
selection of the best countermeasure is unfortunately not
an easy duty. There are no standard methodologies for the
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process, and often security managers have to decide among
too many alternatives. Usually, two possible approaches
for the security risk management process can be followed:
the qualitative and the quantitative ones. The qualitative
approach is based on relative evaluation of risks, whilst
the quantitative approach tries to give precise and objective
measures of risk.

In this paper we define a methodology to mix the benefit
of the two approaches. The qualitative approach will be
used to depict security scenarios (via a modified version of
attack trees [18, 1, 19, 16]), and quantitative indexes [10,
11] will be used to measure risk.

More in detail, we define defense trees by extending at-
tacks trees with countermeasures. We label each node rep-
resenting a specified vulnerability with a set of countermea-
sures which mitigate the damage of threats using such a vul-
nerability. Then, economic indexes are used as labels for the
countermeasures.

The Return on Investment (ROI) [21, 20] index gives a
measure of the efficacy of a specific security investment in
a countermeasure w.r.t. a specific attack. The Return on At-
tack (ROA) [4] is instead an index that is aimed at measur-
ing the convenience of attacks, by considering the impact of
a security solution on attacker’s behavior.

The paper has the following structure. In Section 2 an
introduction to the concepts of security risk management is
given. In particular, in Section 2.1 a qualitative approach to
scenario analysis based on attack trees is exemplified, and
in Section 2.2 the quantitative indexes ROI and ROA are
introduced.

The innovative part of the paper starts in Section 3 where
we introduce defense trees as an extension with counter-
measures of classical attack trees. Then, in Section 4 the
defense trees are enriched with economic indicators (ROI
in Section 4.1 and ROA in Section 4.2 respectively). After
a brief discussion about the selection of the most promis-



ing countermeasure when only one index (ROI or ROA) is
available, a simple approach to compose the two indexes is
provided in Section 4.3. Finally, Section 5 summarizes the
paper and sketches some directions for future work.

2 Security risk management

The Risk Management process is a fundamental activ-
ity in an enterprise since it allows senior managers to make
good decisions, thus protecting the organization and its abil-
ity to achieve its mission. Many risks can affect an organi-
zation’s resources: risks related to the political and social
environment where the organization works (strategic risks);
risks related to the money market and interest rate (financial
risks), and risks related to its business processes (operative
risks).

In this paper we pay attention to the Security Risk Man-
agement process [21], that focuses on protecting an enter-
prise’s assets from the Information Technology Risk (as part
of the operative risk). The Information Technology Risk
considers interruption of services, diffusion of reserved in-
formation or loss of data stored on IT systems. More pre-
cisely, the risk function can be defined as follows.

Definition 2.1 (Security Risk [21]) The Security Risk is a
function of the likelihood of a given threat-source exercising
a particular potential vulnerability, and the resulting impact
of that adverse event on the organization’s assets.

At the beginning of the Security Risk Management
process, the different assets that compose the IT system are
identified and analyzed.

Definition 2.2 (Asset) An asset is any tangible or intangi-
ble item owned by an organization that has a value for an
enterprise and that needs protection.

During the risk management process, the following
phases are performed for each asset: risk assessment, miti-
gation and monitoring.

Risk Assessment The Risk Assessment phase look for
identifying risks, determining the possible damages, quan-
tifying the impact of potential threats and providing an eco-
nomic balance between the economic impact of risk and
the cost of risk mitigation. The output of the risk assess-
ment phase is a report that describes threats and vulnerabil-
ities that can harm a system, gives measures about the risk
and provides recommendations toward the implementation
of effective countermeasures. Following [9, 21],

e a threat is the potential for a threat-source to exercise
(by accidental trigger or intentional exploit) a specific
vulnerability;

e avulnerability is a flaw or weakness in system security
procedures, design, implementation, or internal con-
trols that could be exercised (by accidental trigger or

intentional exploit) by an attack and result in a security
breach or a violation of the systems security policy;

e a countermeasure is a control which should be imple-
mented in order to reduce the ability for an attacker to
leverage existing system vulnerabilities.

Risk Mitigation During the Risk Mitigation a systematic
methodology is used by senior management to prioritize,
evaluate and implement countermeasures recommended by
the risk assessment process. Based on the risk level pre-
sented in the risk assessment report, the implementation ac-
tions are prioritized. Every alternative solution is analyzed
and then the most appropriate and cost-effective ones are
selected for actual implementation.

Monitoring The Monitoring phase is the last phase of the
risk management process. During this phase actual effec-
tiveness of implemented countermeasures is evaluated.

In this paper we pay attention on the security risk as-
sessment phase where the security officer can follow two
approaches: the qualitative and the quantitative one.

2.1 Qualitative approaches

The qualitative approach [6] evaluates the security risk
level of an IT system by using a variety of polling, inter-
view, and questionnaire techniques with the aim of com-
paratively ranking assets and threats according to their per-
ceived criticality and likelihood, respectively. They usually
adopt scenario analysis, which requires the construction of
different scenarios of computer security compromise, in or-
der to illustrate how vulnerable an organization is to infor-
mation technology attacks [8].

A particular kind of instruments that can be used to con-
duct a scenario analysis are attack trees [18, 19]. Attack
trees provide a formal and methodical way of describing
how attacks against a system can be performed.

An attack scenario can be represented in a tree-based
structure whose root is the attacker’s goal and paths from
leaf nodes to the root represent the different ways of achiev-
ing this goal. The root of the tree is associated with an asset
of the IT system under consideration. Leaf nodes repre-
sent simple subgoals which lead the attacker to (partially)
damage the asset by exploiting a single vulnerability. Non-
leaf nodes (including the tree root) represent attack sub-
goals and can be of two different types: or-nodes and and-
nodes. Subgoals associated with or-nodes can be achieved
by achieving any of its child nodes, whilst and-nodes rep-
resent subgoals which can only be achieved by achieving all
its child nodes.

Each path from leaf nodes to the root ending in an
achieved subgoal represents a different attack strategy in the
considered scenario. Below we provide examples of how
attack trees can be used to model an attack scenario and to
identify which vulnerabilities can be exploited in order to
harm a system.



Example 1 An enterprise’s server is used to store infor-
mation about customers. We use attack trees to model two
different attack scenarios for this asset: (1) theft of data
stored on the server (Figure 1), and (2) theft of the server
itself (Figure 2).
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Figure 1: An example attack tree: theft of data stored on the server.
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Figure 2: An example attack tree: theft of the server.

2.2 Quantitative approaches

The quantitative approach [15] assigns absolute nu-
meric attribute values to assets, threats, vulnerabilities and
countermeasures. The exact identification of risk and the
cost/benefit justification of countermeasures are fundamen-
tal for constructing a good risk mitigation strategy.

Within this approach several indexes can be used to esti-
mate the effectiveness of an IT security investment.

Definition 2.3 (Single Loss Exposure [11]) The  Single
Loss Exposure (SLE) represents a measure of an organiza-
tion’s loss from a single threat event and can be computed
by using the following formula:

SLE = AV x EF

where, the Asset Value (AV) [11] is a synthetic measure
of the cost of creation, development, support, replacement
and ownership values of an asset, and the Exposure Factor
(EF) [10] represents a measure of the magnitude of loss or
impact on the value of an asset arising from a threat event,
and is expressed as a percentage of the asset value.

Since not all the threats are equally likely to succeed the
SLE value can be modified by considering the frequency of
the given threat.

Definition 2.4 (Annualized Loss Expectancy [11]) The
Annualized Loss Expectancy (ALE) is the annually ex-
pected financial loss of an organization which can be
ascribed to a threat and can be computed by using the
following formula:

ALE = SLE x ARO

where the Annualized Rate of Occurrence (ARO) [11] is
a number that represents the estimated number of annual
occurrences of a threat.

It is important to notice that estimating the ARO could be
very difficult. It is usually created upon the likelihood of
the event and the number of attackers that could exploit
the given vulnerability. For example a meteorite damaging
the data center could be estimated to occur only once every
100,000 years and will have an ARO of 0.000001. In con-
trast, 100 data entry operators attempting an unauthorized
access attempt could be estimated to occur six times a year
per operator and will have an ARO of 600.

Summarizing the above indexes, SLE (and EF) gives a
measure of the damage of a single threat; the ARO gives
the likelihood of a threat to occur in a year; ALE tries to
consider both the likelihood and the damage of each threat.

All of the above indexes do not consider the fact that the
organization can try to build some defense for reducing the
probability of vulnerability exploitation by attackers (e.g.
implementing some firewall filtering), or reducing the dam-
age of an attack (e.g. applying some backup strategies). We
will now introduce two indexes able instead to consider also
the presence of countermeasures: the Return on security In-
vestment (ROI) and the Return on Attack (ROA).

The ROI can be used for providing an economic evalu-
ation of an enterprise’s expenditure in IT security. It can
be used to compare alternative investment strategies and to
evaluate whether an investment is financially justified, and
can be computed using the following formula:

Definition 2.5 (Return on Investment [20]) The
on Investment (ROI) index is defined as:

Return

(ALE x RM) — CSI

ROI= CST

where RM is the risk mitigated by a countermeasure and
represents the effectiveness of a countermeasure in mitigat-
ing the risk of loss deriving from exploiting a vulnerability
(expressed as a numeric value in [0,1]), and CSI is the cost
of security investment that an enterprise must sustain for
implementing a given countermeasure.

If ROI is a positive number, the cost for the investment is
financially justified. Otherwise, if ROI is zero or a negative
number, the investment is not profitable.



Together with ROI we can consider also the Return on
Attack index (ROA) proposed in [4], which is aimed at
measuring the convenience of attacks considering the im-
pact of a security solution on attacker’s behavior. In fact,
ROI alone provides only a partial characterization of IT in-
vestments, because it lacks to explicitly consider attackers’
interests. Assuming that the organization’s loss is equal to
the attacker gain is often a gross simplification. Also, the
cost of an attack cannot be directly related to the cost of
the security measure because different solutions at different
costs might be perceived as equally expensive to break from
the attacker’s viewpoint.

Definition 2.6 (Return on Attack [4]) The Return on At-
tack (ROA) is the gain that an attacker expects from a suc-
cessful attack over the losses that he sustains due to the
adoption of security measure S by his target. Is defined
as:

GI
cost before S + loss caused by S

ROA =

where GI is the expected gain from the successful attack on
the specified target.

As shown in Section 4.3, a combined use of ROA and
ROI indexes allows us to execute a more complete evalua-
tion of a countermeasure, considering not only its effective-
ness and profitability but also the deterrent effect produced
on the attacker.

3 Defense trees: adding countermeasures to
attack trees

Attack trees can be used as a tool to easily provide a vi-
sual representation of an attack scenario, and can be used for
scenario evaluation when enriched with attacker’s attributes
(e.g. attacker’s competencies, costs, ...) [18, 19]. However,
they do not take into account countermeasures which can
be implemented by the defending organization and the costs
sustained for such security investments.

For this reason we enrich standard attack trees by deco-
rating every leaf node with a set of countermeasures. Each
countermeasure associated with a leaf node represents a
possible risk mitigation of the scenario showing the use of
the specific vulnerability. We call such attack trees deco-
rated with countermeasures defense trees.

Definition 3.1 (Defense Tree) A Defense Tree is built by
adding a set of countermeasures to the leaves of an attack
tree.

An example defense tree is presented below.

Example 2 The attack trees used in Example 1 can be en-
riched with the possible countermeasures that can be intro-
duced to protect the organization’s server as follows.

Figure 3 and Figure 4 show some of the countermeasures
which can be implemented to reduce the risk of data theft
and the risk of server thefft.
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Figure 3: A defense tree for the attack tree of Figure 1.
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Figure 4: A defense tree for the attack tree of Figure 2.

In order to ease the process of identifying all possible at-
tacks even in deep defense trees, we transform defense trees
to defense trees in disjunctive normal form (DNF) where the
and-nodes are moved towards the leaves of the tree.

In the example provided below, we show how to repre-
sent a defense tree in disjunctive normal form.

Example 3 Figure 5 shows how the same scenario of Fig-
ure 4 can be represented by using the disjunctive normal
form.

The equivalence of the two representation derives from the
similar equivalence of the logical formula

((Aor B) and C) = (A and C)or(B and C)

representing exactly the situation in Figure 4 and in Fig-
ure 5. A detailed discussion of the equivalent transforma-
tion of attack trees can be found in [14]. In the following
we will always consider a defense trees in disjunctive nor-
mal form.



Steal the
server

Go out
unobserved

Break down Go out

Have the keys
the door unobserved v 4

i i
| Install a video Install a | Install a video
- surv_ellamce safety lock - surv_ellamce
equipment | equipment
:

Install a
security door

Assume a | Assumea
security guard security guard

Figure 5: The defense tree of Figure 4 transformed in DNF.

4 Economic evaluation of threats

In order to obtain a more precise evaluation of at-
tack/defense scenarios we enrich the defense tree modeling
the considered scenario by using economic quantitative in-
dexes (like ROI and ROA). Also, we can use this informa-
tion to make a more informed decision in the selection of
the countermeasures that to be implemented for protecting
the system. In this way we combine the advantages of at-
tack trees (ease of use, visual modeling of attack scenarios),
with the advantages of quantitative approaches (the use of
indexes).

The result is a decorated defense tree that can be used to
evaluate the security investment that an organization needs
to support. By considering both ROI and ROA indexes, we
can consider two different points of view: the organization’s
view and the attacker’s view. Analyzing the same tree we
can consider, at the same time, how a person can attack a
system and how an organization can protect it, and we can
compare costs for the attacker to achieve his goals and costs
for the organization to protect its own systems.

Besides analysing the considered attack scenario from
the enterprise’s point of view, using both ROI and ROA,
we can use attack trees for providing a scenario evaluation
also from an attacker’s perspective. Looking at an attack
scenario from the defender’s point of view, we can use ROI
to determine what countermeasures are cost effective. On
the other hand, by using ROA, we can see the same attack
scenario from the attacker’s point of view and determine
which are the best attack strategies.

In the following we show, by means of an example, how
to label a defense tree in disjunctive normal form with the
economic indexes presented in the previous sections.

4.1 Computing ROI: the defender’s point
of view

Given a defense tree in DNF, we describe the defender’s
point of view by enriching the given tree using economic
quantitative labels that can help determine countermeasures
to be selected for implementation taking into account the
organization’s return on investment. For each asset we want
to protect, we proceed as follows:

o first, we consider - for each possible attack represented
as a path in the tree - the Exposure Factor (EF) and
the Annualized Rate of Occurrence (ARO); this part is
very important because using incorrect data could lead
to unexpected results;

e then, we estimate the Asset Value (AV) and we com-
pute the Single Loss Exposure to a threat (SLE) and
the Annualized Loss Expectancy (ALE) for each leaf
in the DNF defense tree. In particular, when the last
node before the leaves is an and-node, the computa-
tion of SLE and ALE is performed considering the EF
and ARO of the and-node (since all the leaf vulnera-
bility have to be exploited and not only one);

e then, we consider the cost of each countermeasure
(CSI) and the percentage of Risk Mitigated (RM);

o finally, we compute the Return on security Investment
(ROI) for each countermeasure.

We can use ROI to compare economic profitability of
the different countermeasures that an organization can use
to protect its own systems. For example, for each attack
node, we could select the countermeasure which maximizes
ROI among all countermeasures which are associated to its
vulnerability nodes.

As an example consider the defense tree depicted in Fig-
ure 5 reflecting attacks to the server (the asset) and relative
mitigation countermeasures. In the example we consider
the value of the server estimated in 100.000€, and the EF
and the ARO of each attack as showed in Table 1. In the fol-
lowing we use (when available) statistics collected in [15]
that are the results of combining the information from two
surveys: a magazine survey in Information Week (October
1996) that asked “What Security Problems have resulted in
financial losses?”, and another magazine survey, in InfoSe-
curity News May 1997 that asked “In the past 12 months,
which of the following breaches have you experienced?”.
We need now to compute SLE and ALE for each of the pos-

Attack EF | ARO
break down the door and go out unobserved 90% | 0,10
open the door with keys and go out unobserved 93% | 0,10

Table 1: Exposure Factor (EF) and Annualized Rate of Occurrence
(ARO) for the tree in Figure 5

sible attacks. Considering the first attack of Figure 5 we
can notice that for a successful attack we need both to break
down the door and to go out unobserved. So, the EF and
ARO are associated to the pair of actions (and not to the
leaf). Similarly for the second attack.

We need now to compute SLE and ALE. For the first
attack, we have SLE=AV xEF=100.000<€x0.9=90.000<€
and ALE=SLExARO=90.000€x0.1=9.000€. In a simi-
lar manner we can compute ALE=9.300<€ for the second
attack.



Countermeasure RM CSI
Install a security door 70% 1.500€
Install a video surveillance equipment 10% 3.000€
Employ a security guard 50% | 12.000€
Install a security lock 20% 300€

Table 2: Possible countermeasure for the attack tree in Figure 5.
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Figure 6: The defense tree of Figure 5 decorated with ROIs.

As a last step, by considering the countermeasure cost
(CSI) and the amount of risk mitigated (RM) of Table 2,
we can associate to each countermeasure the corresponding
ROL. For the first countermeasure (installing a security door

to mitigate the threat of breaking down a door), we have
_ (ALEXRM)—CSI __ (9.000€x0.7)—1.500€ __
ROI = =51 = T500E = 3.20.

The resulting defense tree showing ROI for each coun-
termeasures is depicted in Figure 6.

From the defense tree of Figure 6 the security manager
can already make some considerations. To mitigate all the
attacks, at least one countermeasure for path has to be se-
lected. For each path, the countermeasure with highest ROI
is selected (in fact, the higher the ROI the better the in-
vestment). So, for the first attack of the example the best
countermeasure seems to be the installation of a security
door with ROI=3,20. Similarly, for the second attack the
best countermeasure is the installation of a safety lock with
ROI=5.20.

Notice however that sometimes a countermeasure can
mitigate more than one attack (as is the case of the employ-
ment of a security guard in the defense tree of Figure 5).
In this case a more detailed analysis has to be performed,
and an overall ROI considering all the attacks and all the
countermeasures of the tree has to be computed. Another
consideration is about the ROI of a specific countermea-
sure. From the defense tree of Figure 6 we can see that
the same countermeasure (for instance the employment of a
security guard), can have a different ROI in different attacks
(ROI=0.62 and ROI=0.61, respectively). This happens be-
cause the level of risk mitigation (RM) of a countermeasure
could be strictly depending from the specific attack, and the
ALE of the attacks could be completely different. We leave

the development of solutions to these problems as future
work (see Section 5).

4.2 Computing ROA: the attacker’s point
of view

Given a defense tree in DNF, also the attacker’s point of
view can be considered by using ROA as a countermeasure
label. We proceed as follows:

e we consider for each tree the expected gain deriving

from a successful attack (GI);

e then, we estimated the attack cost to be sustained by an
attacker to succeed when no countermeasure is present
(Cost) and the added cost when the countermeasure is
implemented (Loss);

e finally, with the above data the Return on Attack
(ROA) is computed and used as a label for each coun-
termeasure.

As an example, consider again the defense tree depicted
in Figure 5. This time the tree is analysed from an attacker
perspective. Let us suppose that the attacker has an advan-
tage that can be economically quantified as 30.000€ for a
successful attack to the server. By using the data of Ta-
ble 3 we can compute the ROA for each countermesure.
The first four lines of Table 3 describe the countermea-
sures for the first attack, while the last four are related to
the second attack. Notice that the cost an attacker has to

Countermeasure for attack 1 Cost Loss
None 4.000€ 0€
Install a security door 4.000€ | 2.000€
Install a video surveillance equipment 4.000€ | 1.000€
Employ a security guard 4.000€ | 1.500€
Countermeasure for attack 2 Cost Loss
None 4.200€ 0€
Install a safety lock 4.200€ 200€
Install a video surveillance equipment 4.200€ | 1.000€
Employ a security guard 4200€ | 1.500€

Table 3: Estimated cost and loss for two attacks.

pay depends on the attack and not on the countermeasure
installed. In Table 3, for instance, the cost to be sustained
by the attacker from stealing the server is different (4.000 €
or 4.200€): the loss instead depends on the specific coun-
termeasure (2.000 € when encountering a security door vs
1.000 € for a video surveillance installation).

The data in the table are used to compute ROA for
all the countermeasures in the tree. So, for instance
when installing a security door we can obtain a ROA =

GI _ 30.000€ —=5.00.Ina
cost before S+loss caused by S 4.000€+2.000€ ’
similar manner we can compute ROA for all the other coun-
termeasures as shown in Figure 7.

The defense tree of Figure 7 can be analyzed by the secu-
rity manager in a similar manner as already described above
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Figure 7: The defense tree of Figure 5 decorated with ROA.
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for the ROI. This time the lower the ROA the lower the in-
centive for an attacker to try the specific attack. So, for the
first attack of the example the best countermeasure seems to
be the installation of a security door with a ROA=5,00. Sim-
ilarly, for the second attack the best countermeasure is the
employment of a security guard with ROA=5.26 (that could
be used also as a countermeasure for the other attack!).

4.3 Putting together the evaluations

When the process of labeling the considered defense tree
with ROI and ROA is complete, we can put together those
indexes and perform a synthetic evaluation so as to deter-
mine the security investment that provides the best return
on investment and that best discourages attacks.

The risk management process team should ideally select
a countermeasure maximizing ROI and minimizing ROA.
When such a countermeasure does not exist a countermea-
sure should be selected that either:

e maximizes ROI or minimizes ROA,

e is any Pareto-optimal countermeasure, or

e maximizes a user-defined function of ROI and ROA.

Figure 8 shows the defense tree labeled with both ROI
and ROA. The double labeling gives the security manager
the complete view of the scenario. The first step is the elim-
ination of countermeasures dominated by some other and
concentrate on the Pareto-optimal [17].

To do this we build the graphs of Figure 9 where for
each attack, all countermeasures are compared. Figure 9.1
shows the countermeasures of the first attack. We can see

ROA ROA
10 10
c4
2 .
B c1 —
3 6
5 10 ROI | 5 10 ROI

9.1: First attack 9.2: Second attack

Figure 9: Comparing countermeasures of the defense tree of Fig-
ure 8.

how countermeasure cl is better than countermeasures c2
and c3. In fact, c1 has both greater ROI and smaller ROA
than c2 and c3. For this attack the security manager can
easily choose the best solution. Figure 9.2 shows instead
the countermeasures of the second attack. In this case only
countermeasure cb can be easily discarded.

At this step some countermeasures can be discarded
(those with white background in Figure 8). For the first at-
tack countermeasure c1 (install a security door) is selected.
For the second attack, if the security manager wants to max-
imize ROI, then countermeasure c4 (install a safety lock)
will be selected, whilst if he/she prefers to minimize ROA,
the selected countermeasure will be ¢6 (the employment of
a security guard).

5 Conclusions and Future Work

In this paper we presented our proposal for extending at-
tack trees, a qualitative instrument used for modeling attack
scenarios, with countermeasures and economic quantitative
indexes. This extension allows us to evaluate effectiveness
and profitability of countermeasures as well as their deter-
rent effect on attackers.

A related approach is proposed in [7] where the authors
presents an economic model for determining the optimal
security investment for protecting a system from a single
threat. They consider three parameters: the monetary loss
produced by an occurring breach (), the probability of
a threat (f), and the probability that an attack would be
successful (v) (that correspond respectively to our SLE,
ARO and EF). The expected benefit of an IT invest-
ment is modeled as a function of the security investment
(EBIS(z)). By assuming that as the investment in se-
curity increases, the information is made more secure, but
at a decreasing rate”, the optimal amount of investment is
determined by maximizing the relative difference between
benefits and costs. Another economic-based framework is
proposed in [13] where a game-theoretic approach is used
for inferring the attacker’s intents, objectives and strategies
which are modeled using economic incentives and utilities.

The methodology presented in this paper provides a basis
for future work along several research directions.



We are interested in extending our work so as to provide
a solution to the problem of selecting a set of effective and
profitable countermeasures which mitigate the risk deriving
from all attacks in an attack tree. While it may seem obvious
to compute the solution cost of a set C' = {c1, c2} of coun-
termeasures as the sum CSI¢c = CSI., +CS1., of costs of
the countermeasures in C, it should be noticed that the total
cost of implementing a set of countermeasures could realis-
tically be less than C'SI¢ (e.g. discounted price of bundled
security solutions) or greater than C'SI¢ (e.g. when coun-
termeasures must be managed by different employees, due
to the existence of separation of duty constraints [3]).

On the other hand, it is not clear how to compute the
value of the Risk Mitigated attribute for C, as any value
between max(RM,,, RM,,) (one countermeasure strictly
entails the other) and (RM,., + RM.,) (completely inde-
pendent countermeasures) appears to be acceptable depend-
ing on the type and nature of countermeasures and the asset
being protected.

The problem of selecting a set of countermeasures be-
comes even more challenging under the realistic assump-
tion that a single countermeasure can be used to mitigate
risk associated with multiple vulnerabilities.

We also plan to investigate how to leverage existing re-
sults on constraint semirings [2] and their use in attack trees
rewriting [14] for computing attribute values of and/or
nodes as functions of attribute values of their children in
the considered defense tree. Results borrowed from proba-
bility [12] and possibility theory [5, 22] can also be useful
for estimating frequency and likelihood of attacks from fre-
quency and likelihood of vulnerabilities used in the attack.

The annual rate of occurrence (ARO) of attacks can be
difficult to estimate, because organizations are typically re-
Iuctant to make attack data publicly available due to the
negative influence this may have on their reputation. Thus,
another interesting direction of research may consist in ex-
ploring how Return On Attack (ROA) and other information
about the attacker, like, for example, non-economic motiva-
tion, risk attitude and type of attackers (which can range
from script-kiddies to organized crime and cyberterrorist),
can influence the annual rate of occurrence of attacks, also
from a game theoretical perspective.

Other interesting extensions to the work presented in this
paper include considering how vulnerabilities can be used
for attacking multiple assets of an organization, how to re-
place fixed attribute values with constraints (e.g. intervals),
and how to use fuzzy logic techniques to define functions
combining ROI and ROA indexes.

We hope our work can help encourage research and ex-
perimentation with use of economic indexes and combined
development of attacker/defender perspectives during eval-
uation of alternative security investments.
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